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Toward Attaining Cyber Dominance

Martin R. Stytz  
Sheila B. Banks

 It’s not what you don’t know that kills you; it’s what you know for 
sure that ain’t true. 

—Mark Twain 

Achieving global cyber superiority or global cyber control by any 
organization is no longer technically possible. Instead, the proper over-
arching objective should be dominance of one or more of the elements 
of cyberspace of most importance to the organization at any given time.1 
The successful nation is the one that achieves and maintains strategic and 
tactical dominance in its critical elements of cyberspace when required.2 
Two important questions related to the strategic aspects of cyber conflict 
are: what should be the basic technological building block(s) for strategic 
cyber defense to assure dominance of one’s own critical elements of cyber-
space, and what are the classes of strategic data target(s) strategic cyber 
defense must protect?

Strategic cyber conflict enables surprise, shock, and confusion to be 
inflicted upon an adversary at the time of the attacker’s choosing, in a 
manner of the attacker’s choosing, and in a manner that exploits the 
adversaries’ decision-making biases. Strategic offensive cyber dominance 
exploits adversary biases by a combination of data exfiltration and manipula-
tion to lead adversaries to make decisions that we want them to make. It 
undercuts the opponents’ effective decision making and mission com-
mand. Strategic cyber offensive targeting should be based upon the de-
sired effects on the data and decision processes of the opponent and not 
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upon the material damage that may, or may not, be inflicted. Conversely, 
strategic defensive cyber dominance enables effective decision making for one’s 
own side. It ensures accurate, trustworthy, relevant data is provided to 
friendly decision makers. The vast amount of open-source cyber-attack 
literature demonstrates that no combination of tactical cyber defense 
technologies is impervious. Therefore, one’s own systems and decision 
makers must be prepared technologically and psychologically to func-
tion despite strategic cyber attacks designed to undermine situational 
awareness (SA), decision-making ability, and mission command by 
attacking their data and other elements of cyberspace.

Strategic cyber defense dominance arises from a combination of tactical 
cyber defense technologies, a resilient cyber defense system architecture, 
and decision-maker preparation for psychological effects of a strategic 
cyber attack. Technologically, a resilient strategic cyber defense should 
be based on an active, dynamic layered cyber defense (DLCD). Strategic 
cyber defense preparation requires training decision makers via exposure 
to the effects of cyber attacks so they can surmount the challenges posed 
by a strategic cyber attack. Because of the obvious dangers posed by 
training using cyber attacks in the real world, the decision-maker train-
ing venue must be a simulation environment. The DLCD, situational 
awareness, and decision-support approach we describe complements the 
joint information environment (JIE) or similar dataflow architectures 
and their cyber defenses.

This article addresses strategic cyber dominance, with a focus on strategic 
cyber defense. It contains a background discussion on strategic cyber-
space and situational awareness while examining the active DLCD 
concept.3 The article also presents an approach to strategic cyber defense 
training and simulation to prepare decision makers for the data uncer-
tainties and confusion that will occur in a cyber conflict. 

Strategic Versus Tactical Cyberspace
Strategic cyber warfare is a contest for access, control, use, and ma-

nipulation of the opponents’ data coupled with protection and con-
fident use of your own data. In contrast, the offensive tactical level of 
cyber warfare comprises the technologies used to penetrate opponents’ 
cyber defenses and technologies to exfiltrate, alter, or manipulate their 
data. Examples of tactical offensive cyber warfare technologies are 
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worms, viruses, botnets, port scanners, Trojans, backdoors, and social 
engineering attacks (like phishing). We use the term malware to denote all 
offensive tactical cyber warfare technologies. The defensive tactical level 
of cyber warfare concerns the technologies used to protect one’s systems 
and data. Examples of technologies used for defensive tactical cyber war-
fare purposes are encryption, firewalls, onion routing, air-gapped net-
works, biometric logon, and address space randomization. We differentiate 
between tactical and strategic cyber operations to highlight the difference 
between the tactical struggle to control access to systems and their data 
and the struggle to access and control cyberspace elements to achieve 
strategic objectives. Tactical cyber conflict is dominated by technological 
considerations; strategic cyber conflict is dominated by data, SA, and 
decision-making considerations. We contend that any physical effects of 
tactical-level cyber activities, while important, are also irrelevant at the 
strategic cyber warfare level. 

Cyber conflict is different from information operations. Information 
operations can be executed by a number of technologies, even humans, 
whereas the data alterations achievable in a cyber conflict are unique, 
of greater scope, adaptable, and more rapid than in information opera-
tions. Therefore, we consider cyberspace technology as a capability that 
is distinct from information operations. As noted above, the challenges 
faced by the strategic cyber defender are increasing, and there is little 
prospect for achieving complete trustworthiness for any portion of a 
defender’s cyberspace short of complete isolation from the Internet (which 
obviously negates the utility of that set of the defender’s cyber systems).4 
There are several clear causes for the severity and scope of the tactical 
cyber defense challenge. First, blended tactical cyber attacks are becoming 
more commonplace and should be expected. Tactical cyber attacks com-
monly employ cross-channel, cross-domain, and cross-functional 
components, thereby both significantly increasing the complexity of the 
tactical cyber attack and the difficulty of detecting or defending against 
it. Second, while defenses against known tactical cyber attacks are neces-
sary, they are not sufficient to ensure a successful tactical cyber defense 
because new attack technologies are always under development. As a 
result, tactical cyber defenses cannot expect to repel or mitigate every at-
tack. Complicating the problem is the existence of an unknown number 
of zero-day attacks. Third, cyber adversary resources are increasing due to 
nation-state involvement and criminal involvement, which accelerate the 
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rate of advance in cyber-attack technologies. Fourth, computer and net-
work technology advancements have traditionally favored tactical cyber 
attack, which undermines the ability of cyber defenses to repel or miti-
gate such an attack. Finally, tactical cyber standards compliance does 
not guarantee cyber security or even effective tactical cyber defense but 
does increase its costs. For these reasons, cyber defenders should expect 
their tactical defenses to be breached, they should expect breaches to be 
increasingly difficult to detect, and they should be prepared to operate 
successfully despite a successful breach while also recovering from and 
sealing the breach. 

Despite the challenges posed by the adversary’s strategic cyber-attack 
objectives and tactical cyber attacks, strategic cyber defense must 
endeavor to secure the cyberspace elements vital to the current decision-
making context. The approach used to secure these elements is the cyber 
defense strategy; typically a cyber defense strategy is static or changes 
slowly on a human time scale. A decrease in trust or a delay in delivery 
of a crucial cyberspace element or component of an element is a strategic 
cyber defense “loss.” Specifically, the strategic cyber defense loses if the 
attacker can (1) retard the delivery of cyberspace elements or compo-
nents needed for critical decisions, (2) reduce the velocity of dataflow 
in the defender’s cyber systems, (3) force the use of outdated/outmoded 
equipment or systems to secure cyberspace elements or components, 
(4) impede the exchange of cyberspace elements or components among 
the defenders, or (5) retard improvements or adoption of cyberspace 
technologies. Clearly, cyber attackers will attempt to increase their 
capabilities in all five areas. Of critical importance during a cyber attack 
is that not all elements of cyberspace or components of each element are 
of equal value and the value of each element or component varies over 
time due to changes in the decision context. Decision context alone 
determines element importance. Because element value varies, the key 
question for the strategic cyber defender is which of the five areas are 
crucial to the strategic attacker’s success and which are crucial to 
strategic cyber defense. Cyberspace element priorities, and therefore cyber 
defense resource allocation, must change as circumstances and decision 
context change. We contend that the cyber defense strategy should also 
change as rapidly.

To respond rapidly to changes in cyberspace element priorities, strategic 
cyber defenses must be able to dynamically, seamlessly, and stealthily 
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change to improve the defenses for the cyber elements and components 
that have the greatest value and importance at any given time. However, 
changes in the defense strategy or tactics undertaken to increase protec-
tion for crucial elements or components must not sacrifice lower-value 
elements or components (obviously, an element’s value may increase in 
the next decision context.) Instead, the higher-value elements and com-
ponents must be provided with additional protection(s) while preserv-
ing the value of components and elements not under attack or of less 
importance in the current decision context. The foundation for these 
capabilities rests upon DLCD and its ability to support rapid changes in 
cyber-defense strategy and tactics.

Executing an effective strategic cyber attack upon an important strategic 
and tactical target is not a technologically simple undertaking. A success-
ful strategic or tactical cyber attack requires a high degree of technical 
sophistication, patience, and a deep, thorough understanding of com-
puting technologies, human cognition, decision making, and individual 
and group situational awareness development. Perversely, cyber attackers 
need not possess these technological abilities; they can be purchased 
from people who do have them. However acquired, technological ad-
vances are enabling attacks not previously possible as well as increasing 
the likelihood of success of known types of tactical cyber attacks, which 
has resulted in an increased ability to target specific elements of cyber-
space.5 The challenges posed by increasingly capable malware are both 
compounded and offset by the widespread use of virtual machine (VM) 
and cloud computing technologies.6 Cyber attackers have, and likely 
will retain, the tactical technical advantage and the initiative requiring 
that we assume that all cyberspace elements are at risk. Recent techno-
logical developments demonstrated by the Stuxnet, Bluepill, Flame, and 
Conficker tactical cyber attacks indicate the likely character of future 
attacks as well as their likely consequences upon decision makers.

Stuxnet highlighted the challenges faced by strategic cyber defense. It 
apparently only activated if the infiltrated system was one of its targets. 
In a targeted system, it proceeded to alter the software at the target and 
to search for new targets from within the system. Humans or computer 
systems did not direct or manage the Stuxnet campaign. Instead, the 
Stuxnet software autonomously conducted the cyber attack. The same 
degree of autonomy must be expected to occur in the future. Of greater 
concern is the primacy of cyber elements, especially data, over physical 
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systems as illustrated by the Stuxnet attack. Tactically, Stuxnet altered 
the performance of the targeted centrifuges; however, its success was 
critically dependent upon its capability to alter data. Stuxnet altered 
the centrifuge performance data available to human decision makers; 
the human operators believed that centrifuge performance was correct. 
Without this key cyber-element tampering capability, the Stuxnet cyber 
attack would have been easily detected and would have failed. 

Clearly, future cyber attacks will target systems in a more sophisti-
cated manner than Stuxnet or Flame. They will transmit data from the 
targets and/or subtly modify the data to corrupt it in a malicious but 
not immediately apparent manner. We expect that future cyber attacks 
will be structured to introduce false information, to target specific indi-
viduals as well as systems for information degradation, and to precisely 
corrupt information that reaches decision makers within ongoing cyber 
campaigns of tactical and strategic significance. Cyber attacks will be co-
ordinated and mounted in campaigns designed to maximize confusion 
and maximally, automatically exploit tactical and strategic successes.

As Conficker demonstrated, the technology exists to create a cyber 
weapon consisting of millions of computer systems and maintain com-
mand and control of that weapon despite changes to tactical cyber de-
fenses during the tactical cyber attack. Stuxnet demonstrated the tech-
nology for a cyber weapon that behaves like a “smart munition” due 
to its capability to alter, damage, or destroy specific data on specific 
physical systems. Eventually, nations will possess cyber arsenals contain-
ing a variety of these and other classes of controlled, precision cyber 
weapons as well as broad cyber-attack weapons. We should expect that 
cyber campaigns will employ a wide variety of malware that operates 
cooperatively and strategically to disorient and confuse decision makers, 
delay decisions, and lead decision makers to incorrect conclusions and 
poor decisions without being aware the information they are using is 
corrupted. Despite the clear and increasing cyber threat, scant attention 
has been devoted to either decision making or strategic cyber defense 
training during a cyber attack when decision-critical portions of cyber-
space have been compromised. We can prepare for and to some degree 
prevent the disruption caused by a strategic cyber attack by exposing de-
cision makers to simulated strategic cyber attacks as well as by pursuing 
new strategic defense technologies with the intent of improving decision 
maker situational awareness during cyber attacks.
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Situational Awareness
The unique peril posed by cyber attacks arises from the use of in-

formation technologies, including computers, software, networks, and 
sensors in the network-centric warfare (NCW)/data-centric warfare 
(DCW) paradigm.7 NCW/DCW leverages data and the other elements 
of cyberspace to improve operational performance and outcomes. The 
improvements in shared situational awareness and group decision making 
provided by NCW/DCW capabilities reduce information uncertainty 
between and among decision makers.8 These two significant advantages 
provide a detailed, shared, composite insight into the state of the con-
flict. The cyberspace elements that support NCW/DCW are the only 
way to achieve the timely, accurate decisions needed in current and future 
cyber conflicts. A strategic cyber attack undermines the data and other 
cyberspace elements used for decision making and impairs development 
of individual and group situational awareness. The vulnerabilities ex-
ploited by a tactical cyber attack in support of a strategic cyber attack 
are inherent to the technologies used to achieve the advantages provided 
by modern cyberspace technologies. The advantages offered by cyber-
space technologies make them profitable targets. A strategic cyber at-
tack can prevent valuable data from reaching decision makers, corrupt 
decision-relevant data, corrupt decision-support systems, and corrupt 
the other elements of cyberspace. However, it is not the corruption of 
the cyberspace elements that is a concern; it is the corruption of decision 
making. The rise of modern computing and networking technologies 
has given rise to the expectation that correct individual and shared situ-
ational awareness will develop and facilitate decision making. The rapid 
acquisition of individual and group situational awareness can enable a 
faster, coherent response to evolving circumstances. A strategic cyber at-
tack adversely affects group and individual situational awareness.

Situational awareness is the result of a dynamic process of perceiving 
and comprehending events in an environment.9 It enables reasonable 
projections of how the environment may change and permits predic-
tions concerning future circumstances and outcomes. The process (see 
fig.1) bears some similarity to Col John Boyd’s observe-orient-decide-act 
(OODA) loop formulation for situational awareness.10 The components 
of the process are not stages, but instead are interlocking cycles that 
progress in relation to each other using an action progression schema. 
The factors promoting individual SA are both structural and situational. 
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Structural factors include background, training, experience, personality, in-
terests, and skill. Situational factors include the mission that is being per-
formed and the circumstances at the time of the mission. Structure and 
situational factors affect situational awareness as illustrated in figure 2. 
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Shared (or group) SA can be defined as a common relevant mental 
model of an environment or as the degree to which an individual’s per-
ception of the environment mirrors the same situation as perceived by 
others in the group. Achieving shared SA benefits from cyberspace dom-
inance and an interoperable information representation, both of which 
demand an effective strategic and tactical cyber defense. Group SA ensures 
that a clear and accurate, common, relevant picture of the situation is 
possessed by leaders at all levels. Shared situational awareness requires a 
common comprehension of relevant policy and strategy as well as the 
state of operations, technology, logistics, tactics, plans, command structure, 
personalities, and readiness posture. 

There are many factors that are known to degrade shared SA across a 
group: (1) false group mind-set, (2) the “press on regardless” mind-set 
(allowing mission accomplishment to affect objective assessment), (3) 
insufficient training/variable skill levels, (4) poor personal communica-
tions skills, (5) perception conflicts, (6) frequent changes in personnel, 
(7) degraded operating conditions, (8) lack of a common set of informa-
tion across a group, and (9) the absence of nonverbal cues. In general, 
physically distributed workers have poorer shared SA than do collocated 
workers, a problem that is exacerbated by the tendency to rarely discuss 
contextual information among distributed workers.11 A modern, well-
planned strategic cyber attack will assuredly target and undercut both 
individual and shared SA by magnifying the impact of one or more 
factors that degrade both. In light of these and other foreseeable devel-
opments in tactical cyber-attack capabilities, we suggest that the current 
static defense-in-depth best practice for tactical cyber defense is becoming 
outmoded and unviable in the face of foreseeable tactical cyber-attack 
capabilities. To enable an effective, flexible strategic cyber defense, a 
transition to a tactical cyber defense based upon an active, dynamic layered 
cyber defense-in-depth is necessary.

Diminishing Cyber-Attack Effectiveness  
through DLCD

Dynamic layered cyber defense-in-depth requires active tactical cyber 
defense of data and other cyberspace elements in a manner that provides 
rapid and robust response to a cyber attack by isolating the infected systems 
as they are detected and augmenting the tactical cyber defense of 
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uninfected systems to prevent the spread of the malware infestation 
and to preserve cyberspace elements’ value. The key to deploying effective, 
mutually supportive, and coherent dynamic, active defense-in-depth lies 
in continuous, rapid analysis of the status and quality of the protection 
for cyberspace elements and systems and using the resulting evaluation to 
immediately alter and improve tactical cyber defenses for the targeted data 
and systems. However, since there can and will undoubtedly be multiple 
infestations and multiple cyber-attack campaigns mounted at the same 
time, the ability to successfully wall off multiple infestations and deploy 
multiple, independent defensive rings around uninfested cyberspace 
elements (and their components) are needed. Data valuation and cyber-
attack categorization are essential to the success of this approach because 
the value of the threatened data should determine the resources dynamically 
devoted to cyber element’s defense. 

Fundamentally, every cyber attack has as its primary objective control 
of the defender’s cyberspace elements (typically data) by either the exe-
cution of the attacker’s computer instructions upon the defender’s com-
putational resource(s) or the execution of the defender’s high-privileged 
instructions upon the defender’s computational resource(s) using pa-
rameters chosen by the cyber attacker. We can restate these objectives as 
either executing attacker’s instructions upon the defender’s computer’s 
“bare metal” or executing privileged defender system commands using 
the attacker’s input values. Logically, the primary objective of the tacti-
cal cyber defense must be to prevent achievement of both objectives. 
In practice this has been difficult for the tactical cyber defense due to 
the traditional emphasis placed upon computational throughput and 
efficiency and the resulting reliance upon perimeter tactical cyber de-
fenses. The emphasis has become self-defeating, because it enables tactical 
cyber-attack success, promotes strategic cyber-attack success, and leaves 
the defender vulnerable to poor situational awareness and the inevitable 
surprises that are a consequence of poor SA.

Strategic cyber defense should have as its objectives preventing pen-
etration of the tactical cyber defenses, and in the event of penetration, 
preventing the attacker from determining the cyber terrain, prevent-
ing the attacker’s malware from executing, and if the malware executes, 
preventing it from accessing its target and/or communicating. While 
these objectives are pursued somewhat in current tactical cyber-defense 
technologies, the first objective listed receives the greatest emphasis, and 
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a successful penetration usually results in a successful cyber attack. The 
strategic cyber defensive need is to dramatically increase the ability to 
achieve these objectives while maintaining flexibility and robustness in 
response to a cyber attack. 

Because any static layered tactical cyber defense can be defeated, a 
DLCD must be able to change any aspect of its configuration at any 
time. By doing so, a DLCD (1) makes defeating a tactical cyber defense 
configuration as difficult as possible, (2) provides cyber defenders with 
a tactical cyber defense environment whose defenses can be dynamically 
altered, (3) provides the cyber defenders with tools for rapid detection of 
tactical cyber attacks, (4) enables cyber defenders to successfully operate 
despite a breach in tactical cyber defenses, (5) provides an environment 
that enables rapid recovery from tactical cyber penetration and com-
promise, and (6) eliminates any advantage a tactical cyber attacker may 
have due to transitory knowledge of some aspect of the tactical cyber de-
fenses.12 To complement these objectives, we rely on principles of cyber 
security,13 employ state-of-the-art tactical cyber security technologies, 
and require a means for identifying, modeling, and prioritizing the key 
components of each element of cyberspace in any decision context. 

Current strategic and tactical cyber-defense technologies give the de-
fender control of the cyber terrain, allowing the cyber defense to deter-
mine the conditions of engagement in a cyber attack. Some current 
tactical cyber-defense technologies, like application control and address 
space randomization, can be effective in preventing some unauthorized 
applications from executing and in preventing access to some dangerous 
URLs, but current tactical cyber defense technologies are static and not 
completely effective. DLCD appears to be more promising and effec-
tive. Using DLCD, the cyber defender can erect an ever-varying maze of 
tactical cyber defenses based on virtual machines, each with a different 
combination of properties and operational characteristics that serve to 
complicate the tactical cyber-attackers’ challenge. Examples of the tactical 
cyber defenders’ control include but are not limited to halting com-
puting processes, migrating computational processes from a compro-
mised computational environment to a secure one, changing network 
communications ports and addresses, changing M2M authentication 
codes and encryption keys, changing virtual machine configuration and 
nesting, purging software, engaging additional firewalls, altering firewall 
properties, altering applications, altering authentication protocols, and/
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or disconnecting portions of the defended system from the Internet. The 
challenge posed to the tactical cyber attacker can be further complicated 
if the cyber defender feeds false information concerning the state of the 
tactical cyber attack back to the cyber attacker, which can be very effec-
tive because the cyber attacker almost always lacks a noncyber informa-
tion channel to ascertain the accuracy of the information.

Nevertheless, as of this writing, tactical cyber defensive changes must 
be implemented before, not during, the cyber engagement, thereby for-
feiting a tremendous advantage possessed by the tactical cyber defense. 
Altering the tactical cyber defense during the attack as well as control-
ling the tactical cyber-attack information received by the attacker would 
amplify the tactical cyber defense’s advantages and diminish the effec-
tiveness of the tactical cyber attack, which is the reason for the use of 
DLCD. The layers in DLCD do not correspond to layers of security 
but rather to layers of independent virtual machines that an attacker 
must navigate to penetrate a system and to exploit a successful tactical 
cyber attack. Diminishing the effectiveness and ease of tactical cyber 
attacks minimizes the opportunity for surprise, minimizes the exploita-
tion of surprise, and improves protection and employment of the four 
elements of cyberspace by the cyber defense. Altering the cyber terrain 
by using DLCD complicates the tactical cyber attackers’ ability to assess 
the progress of the attack and decreases their ability to achieve attack 
objective(s). By increasing the rate at which the cyber terrain changes 
using DLCD, the tactical cyber defense could force the attacker to adapt 
so frequently and to be so uncertain of the information coming back 
that the tactical cyber attack’s chances for success significantly diminish. 
In the next section we further discuss DLCD operation.

Active Cyber Defense
Traditionally, the principles for securing cyber systems include (1) the 

system must be substantially undecipherable, (2) the system must not 
require secrecy and can be stolen by the enemy without causing trouble, 
(3) the system must be easy to change or modify at the discretion of 
the correspondents, and (4) the system must be easy to use and must 
neither stress the mind nor require the knowledge of a long series of 
rules. These principles have been employed to a degree since the earliest 
research in computer security.14 In the cyber-security systems context, 
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these principles demand (1) the tactical cyber attacker cannot determine 
the tactical cyber defenses before or during the cyber attack, (2) posses-
sion of a system that implements the tactical cyber defenses provides no 
insight into the tactical cyber defense configurations of similar systems, 
(3) the tactical cyber defenses must be easy to change at any time by 
the cyber defenders, and (4) the tactical cyber defenses are essentially 
invisible to people that have no cyber-security responsibilities. The need 
for dramatic improvement in tactical cyber defense points to the need 
for DLCD. DLCD implements the principles by being architected and 
designed to isolate malware infestations, complicate the tactical cyber 
attacker’s perspective of the cyber terrain, and maintain sufficient, accu-
rate, and trustworthy cyberspace elements despite attack. This approach 
differs from current tactical cyber-defense attempts in its extreme em-
phasis on the four principles as the foremost property and requirement 
for the cyber system without regard for their impact on system performance.

DLCD also emphasizes the importance of three additional desirable 
properties of a cyber system: maximizing information velocity within 
the system when it is under attack, maximizing the objective reasons for 
user trust of the system and its data, and maximizing the ability of the 
cyber system to modify tactical cyber defenses by either increasing or 
decreasing their complexity and security properties. The change in prop-
erties is based upon the importance of the information being processed 
by the system in relation to the current decision-making context. By 
prioritizing the security of the cyber system, we enable the attainment 
of these three additional properties.

In DLCD, the outermost layer of the tactical cyber defense has access 
to the computing hardware; each additional nested layer further isolates 
the hardware from the cyberspace component, and vice-versa. The in-
nermost layer of the DLCD defense encloses the component. Because 
software probes are used to instrument the operation and performance 
of each layer, DLCD can give decision makers sufficient time and in-
formation to recognize and counteract a cyber attack. DLCD also al-
lows the cyber defenders to alter tactical cyber-defense complexity and 
configuration at any time, which further complicates the challenges 
posed to an attacker. We contend that human oversight and judgment 
is crucial to the operation of DLCD and for insuring that a cyber at-
tacker does not trigger tactical cyber-defense responses that squander 
resources. As a result, while some responses in the tactical cyber defense 
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must be automatic, the human decision makers provide overall guidance 
and management of the defense. Figure 3 illustrates the essence of the 
DLCD approach for a single element of cyberspace. Figure 4 illustrates 
its use for application protection.

The key to DLCD is the protection of each element of cyberspace by 
one or more nested Type 1 virtual machines, each operated by its own 
virtual machine monitor (VMM) using different configurations.15 Each 
virtual machine provides a layer of cyber-defense protection, having its 
own set of virtual machine (VM) properties and traditional tactical cy-
ber defenses, as illustrated in figure 3. Additional virtual machines are 
added to the layered protection as warranted by the threat and impor-
tance of the component in the current decision context. End-to-end 
security within the DLCD environment is accomplished along the lines 
described by Cricket Liu and Paul Ablitz in DNS and BIND.16 For ex-
ample, communication between virtual machines must be secure and re-
liable. Therefore, data is encrypted before transmission between virtual 
machines or between applications. Secure communication is enhanced 
using virtual private network (VPN) technology to secure interprocess 
communication within the computer system. Issuing virtual machines 
and authorized applications a digital certificate for authentication pro-
vides additional security. Defensive tactical cyber security is further im-
proved by using DNSSEC and IPSEC for communication within and 
between layers and IPv6 addresses to identify individual applications 
and virtual machines (IPv6 addresses are not shared or inherited).17 The 
combination of VM with other tactical cyber-defense technologies en-
ables secure, dynamic alteration of the defensive cyber terrain that the 
attacker must overcome to achieve cyber-attack objectives. 

By using multiple nested virtual machines and other cyber-defense 
technologies to protect the elements of cyberspace, DLCD supports 
dynamic allocation of tactical cyber-defense resources by enabling the 
addition of virtual machines to the layers of protection of an element 
or component, by altering the mix of VM types and configurations, 
or by changing tactical cyber-attack detection systems within each VM 
without altering or influencing the other VMs or cyberspace elements 
within a system. Using DLCD, the defensive cyber terrain can be altered 
in a significant, useful, unpredictable manner that cannot be detected 
or prevented by the cyber attacker or by malware that has breached 
the system’s defenses. DLCD presents tactical cyber attackers with a  
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reconfigurable maze that they must continuously solve to penetrate de-
fensive cyberspace and exploit a penetration. Note that for each VM 
layer added to protect a component or an element, the poorer the per-
formance of the enclosed element or component, which inevitably de-
grades the utility of the cyberspace element or component for broader 
mission accomplishment. It is therefore vital that decision makers al-
ter protection only in response to actual threats against cyberspace re-
sources; otherwise the performance of the elements and components 
can be degraded to such a degree that they lose utility for a decision 
maker. The complexity of the tradeoffs between element security and 
timeliness is the basis for our contention that humans must manage 
tactical cyber defenses even though rapid responses must be executed by 
intelligent systems.

By using a multilayered, nested virtual machine approach (figs. 3 and 
4) as the basis for DLCD, the tactical cyber defense can respond to a 
tactical cyber attack while the attack is in progress. A dynamic layered 
tactical cyber defense based upon nested VM technologies can effec-
tively protect the four cyberspace elements.

Component

Component

Component

Cyber
Element

Virtual Machine
Virtual Machine Monitor

Virtual Machine
Virtual Machine Monitor

Virtual Machine
Virtual Machine Monitor

Virtual Machine
Virtual Machine Monitor

Virtual Machine
Virtual Machine Monitor

Figure 3. Nominal dynamic layered cyber defense architecture for an 
element showing VMM placement
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The importance of timely and accurate delivery of cyberspace ele-
ments to decision-making success is hard to overstate.18 Delay leads to 
failure to gain or maintain situational awareness, to failure to make de-
cisions, and to incorrect decisions. The need to share some portions 
of each cyberspace element to develop and maintain group SA further 
compounds the challenge of timely and accurate delivery, because in 
modern conflict there are generally many decision makers involved in 
the assessment and decision process for each decision, as envisioned in 
the JIE. While cyberspace elements increase in value when shared, the 
sharing process also increases the vulnerability of the element and of the 
decision-making process. As a result, when decision makers are assessing 
tactical cyber-defense approaches, they must not only consider how best 
to protect the elements that are crucial to the current decision context, 
but also how to protect the elements and components delivered to all 
others involved in the same decision. The tactical cyber defense chal-
lenge is increased by the variability in the elements and components of 
cyberspace across different decisions, by the variability in the ability of 
a cyberspace element or component to decrease uncertainty, by the dif-
ferences in the tolerances of elements, components, and decision makers 
to risk, and by varying perceptions of the importance of each decision 
within the evolving situation.

The well-known difficulty of cyberspace element value assessment, es-
pecially data, is increased when the number of decision makers using the 
same elements increases. The clear solution to the problem is to assess 
cyberspace element and component value in a variety of situations and 
use these valuations as guides to cyber-defense action during attacks. We 
can conduct cyberspace element and component value assessments by 
monitoring the protection choices and cyberspace element usage choices 
made during decision making in a simulation environment. To make 
the assessment, we assume that the relevant cyberspace elements and 
components employed for the decision are important and that the other 
cyberspace elements and components that are not considered are not as 
important in that particular circumstance. Nevertheless, the cyberspace 
elements and components not employed in a decision must be protected 
to a degree. Human participation is crucial in making and revising ele-
ment and component priorities for tactical cyber defense because of the 
complexities involved when making priority assessments. The simulation-
derived priorities can be used to guide decision-maker cyberspace  



Toward Attaining Cyber Dominance

Strategic Studies Quarterly ♦ Spring 2014 [ 71 ]

element and component tactical cyber defense choices during real-world 
cyber attacks. 

Application

Virtual Machine

Virtual Machine

Virtual Machine Monitor

Virtual Machine

Virtual Machine Monitor

Virtual Machine

Virtual Machine Monitor

Virtual Machine

Virtual Machine Monitor

Virtual Machine Monitor

Figure 4: Using nested virtual machines to protect an application in DLCD

Training Cyber Defense
As cyber attacks increase in technical sophistication they can increase 

their ability to target specific information, data, and physical resources, 
which can be disorienting. Even an attack that does not disorient users 
can still produce confusion, which in turn decreases group SA, individ-
ual SA, and decision-making quality. The inevitable result of increased 
technical sophistication by cyber attackers is improvement in their abil-
ity to cloud situation awareness, disrupt decision dissemination, and 
prevent accurate feedback. Preparation for decision making during a cy-
ber attack requires training to prepare for a cyber attack’s psychological, 
SA, and decision-making challenges coupled with the tools for informa-
tion analysis and management needed to help decision makers evaluate 
the information available to them, assess the trustworthiness of the in-
formation, and develop situational awareness. The pursuit of cyberspace 
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SA is crucial to securing cyberspace and to attaining SA in the other 
parts of the conflict—air, ground, sea, or space. Because cyberspace SA 
for both individuals and groups of decision makers is vital, developing 
training environments for decision makers and strategic cyber defenders 
to provide experience and expertise in addressing cyber attacks and their 
attempts to undercut SA is imperative. The needs of the strategic cyber 
defender are clear: strategies that protect elements and their components 
when under cyber attack while ensuring decision makers have the com-
ponents of the cyberspace elements they need.

 In light of these complementary requirements, strategic cyber de-
fender and decision-maker training must address two needs. First, to 
prepare defenders and decision makers for the confusing, contradic-
tory, and misleading cyberspace elements present during a cyber at-
tack. Training can prepare them to cope with the psychological stresses 
caused by variations in cyberspace element availability and quality. A 
key aspect of this training must be learning to assess cyberspace element 
value, both as it relates to the value (importance) of available elements 
in relation to current decisions as well as relative to the value of the ele-
ments compromised. Decision makers must learn that cyberspace ele-
ment value is not correlated with security classification. The defenders 
also need to evaluate effectiveness of various strategies to counter cyber 
attacks and campaigns. The second need is to prepare decision makers to 
exploit cyberspace dominance via effective employment of trustworthy 
data analysis/comprehension (such as analysis based upon big data) and 
data interaction/management technologies. Analysis, comprehension, 
and interaction must be performed, in part, automatically due to the 
volume of data available. Nevertheless, decision makers must learn how 
to navigate cyberspace, how to use visualizations as viewports into criti-
cal portions of cyberspace, how to compare and compose visualizations 
to provide needed insights, how to identify and exploit key data, and 
how to coordinate their navigation, analysis, and comprehension efforts 
despite cyber attacks designed to undermine these efforts. 

The challenges posed to strategic cyber defense in addressing these 
two needs are significant, because achieving and maintaining broad-
spectrum defensive cyberspace dominance is increasingly difficult and 
unreliable due to improvements in tactical cyber-attack technologies. 
The crucial challenge in strategic cyber defense lies in determining which 
defense to employ in light of which elements require improvement in 
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tactical cyber defense and which elements are adequately defended in 
the current decision-making context. Because of the volume of data that 
must be considered and the rapid pace of activity, the strategic cyber 
defender as well as the decision maker must be prepared for the confus-
ing and novel information circumstances they will encounter. Exposure 
to simulated cyber attacks can prepare the strategic cyber defender to 
accomplish proper assessment of cyber circumstances and to select the 
most advantageous strategic and tactical cyber defense responses to cy-
ber attacks.

Preparation of strategic cyber defenders is critical because instinctive 
behaviors exhibited in the face of uncertainty are invariably incorrect 
and counterproductive. Under stress, instinctive behaviors are adopted. 
Stress-induced behaviors lead to the use of emotional bias to make de-
cisions (making the decision that enables the person feel that a more 
positive outcome is likely), to expectation bias (the expectation that the 
things the person wants to happen will happen), to loss/risk aversion 
(the tendency to value choices that seem to minimize risk and loss in 
spite of any evidence or data to the contrary), and to the adoption of the 
sunk-cost fallacy (wherein the tendency is to continue an action because 
the decision maker believes the situation will not get worse or because 
the decision maker has a vested emotional and ego interest in continuing 
the same course of action). Finally, instinctive behaviors may also lead 
to past-fixation (the tendency to make decisions based on the expecta-
tion that conditions that existed in the past will recur despite the fact 
that they can never recur). Countering instinctive, counterproductive 
behaviors is difficult and should be one of the main concerns of strategic 
cyber defense training via simulation.

The tools and training required by strategic cyber defenders and deci-
sion makers to prepare them for the challenges of cyber conflict must 
address three classes of cyber situations: operations during normal con-
ditions, operations during a cyber attack, and operations after a cyber 
attack.19 The training, techniques, and tools that are vital in these three 
circumstances can be developed using simulation environments de-
signed to provide the following capabilities: (1) improve understanding 
of the challenges posed during a cyber attack, (2) test and evaluate cyber 
defense tools, techniques, and training, (3) practice using cyber defense 
tools and techniques to acquire expertise, and (4) assess cyber element 
value during a wide array of circumstances to determine how best to 
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deploy cyber defenses. The tools, techniques, and training must be ex-
tensive and flexible so they can be readily altered to address new cyber 
threats and tactical cyber attacks as they arise or become possible.20

Training Cyber Defense through Simulation
Cyber-attack simulation is the only means to prepare decision makers 

for the complexity of the inevitable attacks upon cyberspace elements. It 
is the best means available to determine the strategies to be used to se-
cure the critical elements of cyberspace in support of the decision mak-
ers’ needs.

Simulation provides a safe and flexible way to prepare strategic cyber 
defenders and decision makers for the challenges faced in a cyber attack 
as well as for assessing cyberspace element protection techniques and 
defense strategies. Cyber-attack simulation can provide an environment 
that allows decision makers and strategic cyber defenders to practice so 
that their decisions and activities in the real world will produce an effec-
tive strategic cyber defense, adequate SA, and effective decisions. To scale 
as technologies evolve, cyber-attack simulation must portray attack and 
defense actions in a manner that corresponds to how these actions are 
perceived by humans, even as the attack proceeds and defenses succeed 
or fail in the simulation environment. To achieve these goals, the cyber 
simulation environment must capture and represent the activities of the 
decision makers and strategic cyber defenders, the attacker and defender 
goals, the sequence of operations the attacker will execute, the activities 
of the tactical cyber defense, logical and physical data location(s), and 
the potential responses of the attackers and defenders to each others’ 
actions. In previous works, we described cyber-attack simulation tech-
niques that can be used to model cyber operations, their components, 
and possible responses to defensive actions.21

The simulation of cyber attacks presents a number of analysis and 
assessment challenges, all of which concern determining the status and 
importance of the cyberspace elements available to decision makers. Pre-
vious studies of the importance of data to decision making as well as 
the challenges posed by contradictory or confusing data can be used 
as a basis for determining how to alter cyberspace elements and their 
components in response to a simulated cyber attack. To simulate a cyber 
attack, we need only affect the cyberspace elements available to users; 
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we do not need to infect or corrupt computers or their software. For 
realistic simulation, the stimuli and cyberspace elements provided to 
decision makers must contain the noise, discontinuities, and errors of 
the type that would be caused by the actual cyber activity so the deci-
sion maker and cyber defenders are accustomed to cyber attacks as they 
might unfold in the real world. The same simulation environment can 
be used to assess cyberspace element value and to develop procedures for 
continuing operations in the face of cyber attacks. 

Four simulation goals are necessary to prepare decision makers and 
cyber defenders for cyber attacks. First, teaching them how to deter-
mine the targets of cyber attacks. Second, teaching them the techniques 
and tactics likely to be used against targets. Third, teaching the deci-
sion makers and cyber defenders the effects of each type of attack and 
the techniques and tools that should be used to counteract each type 
of cyber attack. Fourth, teaching them the means for explicitly assess-
ing cyberspace element value and deploying cyber defenses to protect 
the highest value information. An additional consideration for defend-
ers is exploring strategies and tactics to assess their usefulness. Cyber 
simulation can achieve these goals. To minimize the development cost 
of simulation environments, current simulation systems can be coupled 
with cyber simulation systems, as illustrated in figure 5. The scenarios 
to be executed in the cyber simulation are described using the Unified 
Modeling Language (UML).22 To create realistic cyber simulation envi-
ronments, the components of the cyber simulation environment must 
exchange information about the cyber attack and cyber defense, the sta-
tus of the cyber event, and portray the results of the cyber attack and 
defensive responses.

The key to this approach is recognizing that simulating a cyber attack 
only requires affecting the information presented to the users in the 
simulation environment. Therefore, to prepare for the SA and decision-
making challenges faced during a cyber attack, only the presentation of 
the cyberspace elements must be altered; the “true” elements and their 
values need not be altered. Three approaches are available to affect ele-
ment presentation: increase the amount of information presented via 
an element, block information needed by a user that is provided by an 
element, and substitute false information for the actual information pre-
sented via an element. For example, a user can be given an overwhelm-
ing amount of data, denied data, or given a mixture of accurate and false 



 Strategic Studies Quarterly ♦ Spring 2014

Martin R. Stytz and Sheila B. Banks

[ 76 ]

data. Other techniques that can be used to simulate a cyber attack are: 
instructing every simulation host to replicate every message received at 
the host but with the number of messages received changed by a random 
but small amount, instructing every simulation host to duplicate the 
same information in numerous windows, or instructing every simula-
tion host to remove random words from each message. The effects of 
these simple measures can be compounded if false messages are repeated 
at random time intervals after the first receipt of the message.

Traditional
Simulator

Cyber
Simulator

Cyber
Simulator

Cyber
Simulator

Cyber
Simulator
Controller

Traditional
Simulator

Traditional
Simulator

Figure 5. Conceptual cyber simulation environment

A cyber training simulation environment (see fig. 5) must accomplish 
three tasks to achieve its training goals: determine if a simulated cyber 
attack is successful, determine the effect of the simulated cyber attack 
upon each host and its data, and portray simulated cyber defensive re-
sponses to the simulated attack. In the illustrated approach, each host 
has a cyber simulator that services the host and provides these three 
capabilities. The cyber simulator provides each host with inputs needed 
to portray the effects of simulated attacks and defense responses. The 
simulation systems communicate with each other using a logically sepa-
rate cyber simulation network to achieve a consistent cyber state across 
the simulation environment. 

At each step of the cyber attack and cyber-defensive response, the 
simulation environment must provide appropriate, realistic indications 
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of the status of the attack and cyberspace elements status/values so they 
reflect the delays and alterations that would occur in the corresponding 
real-world cyber attack. For example, changes in the tactical cyber de-
fense that increase or decrease the depth of defense would be reflected in 
increased or decreased delays in data transport. The simulation architec-
ture allows cyber defenders to alter the types and configurations of the 
tactical cyber defense at any time. As a result of exposure to a realistic 
cyber defense and attack environment, the defender and decision maker 
can experience the effects of their defensive choices and experiment with 
dynamic techniques. 

An example scenario illustrates how the cyber simulation environment 
can be used to prepare decision makers and strategic cyber defenders for 
attacks. The cyber simulation environment could be tasked to provide 
experience in using information analysis and navigation technologies 
to detect the presence of a botnet. The botnet detection methods in-
troduced could include analysis of specific network and/or cloud traffic 
flows, analysis of aggregate network and/or cloud traffic data, variations 
in data volume, variations in network traffic sources and destinations, 
and other atypical behavior. The training environment would prepare 
the decision makers and defenders for the real world where one indica-
tor of infection is not enough. In practice, confirmation of a botnet 
infection requires multiple indicators to achieve robustness of confir-
mation by providing both the ability to corroborate data of dubious or 
variable dependability and minimize the false alarm rate. 

In figure 6, “protection” or “value” rings are used to prioritize the 
four cyberspace element components. The rings correspond to the value 
and priorities assigned to each cyberspace element’s protection. For the 
strategic cyber defender, the ring model can be used to guide resource 
allocation as well as decisions to isolate systems or subsystems that are 
compromised. In the ring-modeling approach, the closer the rings are to 
the center, the greater value, importance, and usefulness (of that cyber 
element) is in the decision context. The number of rings and the content 
of each ring are determined by the decision-making context. As a result, 
the number and content of rings for each element vary dynamically. 
We use one set of rings for each of the four elements. Each cyberspace 
element ring contains components of approximately the same impor-
tance for that element in a decision-making context. The ring model 
also serves to simplify the cyber-attack simulation challenge. To simulate 
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an attack within a decision-making context, we affect the elements and 
components needed in the decision context by simulating the modifica-
tion of the content of the specific rings for those elements of defensive 
cyberspace that are compromised. The decision, type of cyber attack, 
the tactical cyber defenses, the expertise of the decision maker, and the 
learning outcome(s) for the simulation exercise determine the number of rings 
affected for each element and the element’s components that are altered.

Computing
Technologies

Data

Information
Interaction/

Management
Technologies

Information
Analysis/

Comprehension
Technologies

Cyber Space

Figure 6. Framework for modeling relative importance of the components 
of cyberspace elements

A cyber simulation training environment can prepare decision makers to 
proactively alter tactical cyber defenses, prioritize data, prioritize the ele-
ments of cyberspace, and operate during a strategic cyber attack wherein 
some cyberspace elements and components are compromised to an un-
certain degree. 

The simulation approach described above allows us to address the 
four decision-maker and cyber defender training considerations with 
minimal risk to real-world cyberspace coupled with high fidelity in the 
cyberspace simulation environment. The simulation problem that 
remains is determining cyberspace metrics for assessing both simulated 
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and real-world cyberspace status and for developing situational aware-
ness. Cyberspace metrics must provide insight into cyberspace state, 
cyber-attack attempts, cyber-attack targets, the degree of a cyber attack’s 
success, and the effectiveness of deployed cyber defenses at the element 
and component levels.23

Summary and Open Issues
Cyber dominance has one goal, the command of cyberspace elements. 

While decision makers implicitly expect cyberspace dominance, it is not 
assured in light of current tactical cyber-attack technologies and tactical 
cyber defense technologies. Achieving cyber dominance will not guarantee 
victory for a data centric force; however, the lack of cyber dominance 
will almost certainly ensure its defeat. Any approach to cyber dominance 
must possess two crucial traits: the approach must enhance defensive 
cyber security and maintain system reliability during cyber attack. The 
approach described above for achieving defensive cyber dominance calls 
for DLCD coupled with simulation training to assist decision makers 
and strategic cyber defenders. It can provide experience needed to allow 
decision makers to operate within a compromised defensive cyber envi-
ronment and to identify, analyze, and predict the objectives and presence 
of cyber attacks. The same approach also permits the development and 
evaluation of strategic cyber defense options to employ against various 
cyber attacks and campaigns. The approach complements the JIE or 
similar dataflow architectures and their tactical cyber defense technologies.

As cyber technologies improve, the challenges to achieving cyber 
dominance will increase. Additionally, the intricacy of future cyber systems 
and cyberspace will increase, as witnessed by the development of inter-
cloud technologies, “smart grid” technologies for remote control and 
management of real-world infrastructure (SCADA systems),24 IPv6 de-
ployment, and the “Internet of Things.”25 We expect that the increasing 
power of computing technologies and the increasing complexity of tac-
tical and strategic cyber attacks will compound the difficulties posed to 
the cyber defender and create new pathways for executing cyber attacks.

Preparation for future cyber attacks requires the development of train-
ing systems that impart the experience and expertise needed to make 
effective strategic and tactical cyber defense possible. While the requi-
site training systems can now be deployed, before an all-inclusive cyber 
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simulation environment can be fielded for training purposes, further 
research and development to advance cyber battle understanding, human 
behavior modeling, intent inferencing, information display, data mining, 
and decision making during cyber conflict and strategic cyber defense 
must be conducted. An additional important area of investigation is 
gaining a better understanding of decision making and situational 
awareness within large-scale and high-volume data environments that 
have noise and uncertainty inherent to the data as well as due to cyber 
attacks. The required research in high-data-volume environments lies at 
the intersection of machine learning, data mining, game theory, large-
scale data analysis, and SA development technologies. A final area of further 
research is assessment of the effectiveness of tactical cyber defense 
options best suited to achieve each desired cyber-defense strategy.

While deception and information denial operations are as ancient as 
warfare itself, technically sophisticated cyber attacks permit, for the first 
time, a wide-scale, persistent, and virtually undetectable attack upon 
the data, tools, and other elements of cyberspace that a decision maker 
routinely employs. The technically sophisticated cyber attack of the 
future will destroy or corrupt data, surprise decision makers, generate 
confusion, delay response, and greatly increase what Clausewitz calls the 
“fog and friction” in war. Because cyberspace will be contested, decision 
makers must be prepared for strategic cyber attacks designed to under-
mine their decision-making ability. To be unprepared for the effects of 
a strategic cyber attack is to remain in needless peril. In the future, ad-
dressing the strategic cyber-attack challenge will become more, not less, 
critical to success.26 

Glossary
cloud computing—a model for enabling ubiquitous, on-demand 

network access to a shared pool of configurable computing resources 
(e.g., networks, servers, storage, applications, and services) that can be 
rapidly provisioned and released with minimal management effort or 
service provider interaction.

component-level metrics—measure the performance of specific 
characteristics of a cyberspace component. Example components include  
(1) the number of page swaps per time interval in each virtual machine, 
(2) the average elapsed time before a page is swapped in a virtual machine, 
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(3) average elapsed time to migrate a virtual machine from one host 
to another, and (4) the average time to execute RC4 encryption a set 
number of times on a specified clear text input among different virtual 
machines and others.27

cyber attack—an application of cyber security technologies within 
cyberspace with the intent of degrading an adversary’s data, computing 
technologies, information analysis/comprehension and/or information 
interaction/management capability to one’s advantage.

cyber defense—the application of cyber security technologies to protect 
one’s portion of cyberspace to secure data and computing technologies 
as well as protect information analysis/comprehension and information 
interaction/management capabilities.

cyber security technologies—the subset of computing technologies 
used either to protect one’s own data, information analysis/comprehension 
technologies, computing technologies, and information interaction/
management technologies or to undermine those of an adversary.

cyberspace—composed of four elements: (1) data, (2) computing 
technologies (such as computer hardware, computer software, computer 
networks/infrastructure, network protocols, virtualization, and cloud 
computing), (3) information analysis/comprehension technologies (includ-
ing information visualization, artificial intelligence, collaboration, data 
mining technologies, and big data technologies), and (4) information 
interaction/management technologies (including human-computer inter-
action, intelligent agents, human intent inferencing, and database tech-
nologies).

digital certificate—a signed public key. A trusted authority signs the 
digital certificate before it is issued. 

DNSSEC (Domain Name System Security Extensions Convention)— 
a set of Internet engineering task force (IETF) specifications for securing 
certain kinds of information provided by the Domain Name System 
(DNS) on Internet protocol (IP) networks. A domain name server man-
ages the domain names repository and provides name resolution for an 
internet zone. The DNSSEC specifications are covered by Request for 
Comments (RFC) 4033, 4034, 4035, and 3833 at http://www.ietf.org 
/rfc.html. 

exploit—software that attacks a cyber security vulnerability.
(human) intent inferencing—an artificial intelligence-based tech-

nique used to provide an intelligent user interface in which the goals of 
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the user are deduced based upon a history of user actions and a comput-
able representation of the current mission.28

information stream—a logical path through the architecture from 
an information source to a designated information sink.

IPSEC (Internet Protocol Security) is a set of protocols for securing 
IP communications at the network layer, layer 3 of the OSI model, by 
authenticating and/or encrypting each IP packet in a data stream. IPSEC 
includes protocols for cryptographic key establishment.

intercloud—a model for computing based on a cloud composed of 
computing clouds.

malware—software used to disrupt computer operation, gather sensi-
tive information, or gain access to private computer system. It includes 
computer viruses, ransomware, backdoors, worms, Trojan horses, root-
kits, spyware, rogue security software, and other malicious software. The 
type of malware is classified based on how it is executed, how it spreads, 
and what it does. A virus is malware that can execute itself by placing 
its own code in the execution path of another program and can replicate 
itself by replacing existing computer files with copies of itself. A Trojan 
is a hidden program that masquerades as a benign application. A worm 
does not require a host program to propagate but enters a computer 
through a weakness in the computer system defenses and propagates us-
ing network traffic security flaws. A backdoor is software that allows access 
to the computer system by bypassing normal authentication procedures. 

rootkit—malware that hides traces of an attack, installs Trojans and 
backdoors, provides the attacker with root control of the system, and 
enables further malicious activity.

situational awareness (SA)—“the perception of the elements in the 
environment within a volume of space and time, the comprehension of 
their meaning, the projection of their status into the near future, and 
the prediction of how various actions will affect the fulfillment of one’s 
goals.”29 Endsley identifies four components of situational awareness: 
perception (what are the facts), comprehension (understanding the 
facts), projection (anticipation based upon understanding), and pre-
diction (evaluation of how outside forces may act upon the situation to 
affect your projections). These stages are similar to but not identical with 
Boyd’s observe-orient-decide-act (OODA) loop construct.30
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smart grid—employs computer-based remote control and automa-
tion on all elements of electrical power delivery to optimize electrical 
power generation and distribution.

software gauge—software that converts data collected by a software 
probe into a measure that is meaningful for a particular system for the 
purpose of performance tuning, information assurance, functional vali-
dation, compatibility, or assessment of operational correctness.

software probe—software that interacts with an operating system, oper-
ational application, or subset of an application to collect data for a gauge(s).

virtualization—a technique for emulating a computing resource and 
for hiding the physical characteristics of computing resources from the 
systems, applications, or end-users that interact with those resources. 
Virtualization exploits virtual machine technologies. Virtualization 
technologies provide six key benefits: (1) efficient use of computing re-
sources, which reduces information technology infrastructure and envi-
ronmental (power, cooling, and real estate) requirements; (2) fault isola-
tion in which an application error, operating system crash, or user error 
in one virtual machine will not affect the use of other virtual machines on 
the same system; (3) increased security where vulnerabilities or exploits 
can be contained and quarantined in a single virtual machine without 
affecting the entire system; (4) rapid provisioning through file copy or 
volume cloning used to rapidly create new virtual machines; (5) flexibly 
in managing change to include the ability to scale according to the de-
mand for services, unique operating systems, and service provisioning; 
and (6) portability through the abstraction of devices combined with 
the encapsulation of virtual data in virtual disks. Virtualization is a key 
technology for cloud computing.

Additional definitions are available at http://www.sans.org/security 
-resources/glossary-of-terms/and http://csrc.nist.gov/publications/nistir 
/ir7298-rev1/nistir-7298-revision1.pdf. 

Notes

1. For our purposes, the four elements (or aspects) of cyberspace are (1) data, (2) computing tech-
nologies, (3) information interaction and management technologies, and (4) information analysis and 
comprehension technologies.

2. Chris Buckley, “China PLA Officers Call Internet Key Battleground,” Reuters, 3 June 2011. 
Senior Col Ye Zheng and his colleague Zhao Baoxian, stress in China Youth Daily the importance of 
China’s cyber warfare capabilities, concluding that “just as nuclear warfare was the strategic war of the 
industrial era, cyber-warfare has become the strategic war of the information era, and this has become a 
form of battle that is massively destructive and concerns the life and death of nations.” See also R. A. Clarke 
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